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ARTICLE INFO ABSTRACT

Keywords: Background and Objective: Globally, breast cancer is one of the most common diseases among women. As
BreakHis a result of the disadvantages of manual analysis, computer-aided diagnosis (CAD) systems are being used
Breast cancer to detect images because of their time-consuming and trustworthy capability. With deep learning techniques
?::j:g:ig:nm based on image analysis and classification, CAD systems can efficiently classify images.

XGBoost g Methods: This paper proposes methodologies for enhancing the speed and precision of histopathological

image classification, which is a challenge for therapeutic measures. We assess three different classifiers and
six pre-trained networks. A pre-trained model is used to extract features from images and then feed those
extracted features into the extreme gradient boosting (XGBoost) method, which is selected as the final classifier.
Our methodology is based on transfer learning and uses histopathological images as input. To evaluate the
performance of the proposed method, we use the BreakHis dataset, which presents histopathology images in
four magnification levels, i.e., 40X, 100X, 200X, and 400X.

Results and Conclusion: The accuracies achieved by the proposed method in 40X, 100X, 200X, and 400X
magnifications are 93.6%, 91.3%, 93.8%, and 89.1%, respectively. After analyzing the accuracy achieved in
this study, the final method proposed combines the DenseNet201 model as a feature extractor with XGBoost
as a classifier.

1. Introduction

Breast cancer causes so many deaths across the globe, and it makes
this disease more challenging among women, even more than lung can-
cer. Due to this problem, researchers focus on diagnosis and increasing
the survival rate [1]. According to the reports, studies have shown that
identifying and recognizing breast cancer in its early days can boost
survival rates by as much as 80% [2]. Even in 2018, statistics show that
2.1 million women were detected with breast cancer, and 25% were
identified with malignant breast cancer [3].

Analyzing microscopic images of cancer by an expert could make it
classified whether the tumor is benign or malignant [4]. Even this pro-
cess has some disadvantages, like human mistakes or the requirement
of retaking another scanning experiment. Also, the high number of
breast cancer cases makes diagnosis much more complicated for radiol-
ogists, pathologists, and surgeons [5]. Even if the traditional diagnosis
procedure has improved in terms of accuracy, there are still risks for
the medical team [6]. Furthermore, other reasons such as humanity’s
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mistakes, time-consuming, and ineffective human efforts are involved.
According to these problems, increasing doctors’ diagnostic accuracy
is vital by applying deep learning computer-aided diagnosis (CAD)
systems [7]. To get a better diagnosis, medical image analysis offers
systems for diagnosing and treating various diseases, including breast
cancer [8]. In order to manually omit cancer detection, we propose a
technique to diagnose the type of cancer with high precision and accu-
racy in just a moment to increase the speed and accuracy of detection.
On this occasion, the use of computer-aided diagnosis (CAD) equipment
in the automated classification of pathological images is shown off and
helps to increase the precision and effectiveness of illness diagnosis
along with the understanding of the process of disease progression [3].
Besides, the usage of deep learning (DL) and machine learning (ML)
algorithms turn up to simply help us analyze histopathological images.
In a nutshell, One of the most excellent methods for identifying tumors
and infections brought on by different diseases is to employ deep
learning and machine vision [9]. So, the future CAD system consists
of these algorithms.
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Our main purpose is to classify images into benign and malignant,
while these two classes are the leading labels of the BreakHis dataset.
Since DL performed well in classification and many uses of DL methods
are published, our study tends to create a model to increase the perfor-
mance in classifying. This study aims to improve the accuracy of the
methods provided compared to previous research. This paper presents a
method using deep learning algorithms consisting of pre-trained models
for extracting image features and boosting methods to classify them
and then measuring the accuracy of the classification. Additionally, this
paper aims to answer the following study questions: (1) How can a pre-
trained feature extractor be used? (2) How well does boosting perform
in classification tasks? (3) How does the provided model perform in
detecting breast cancer?

In this paper, we discuss the following topics. In Section 2, we
introduce seven pre-trained models and review some other papers
in this field. A detailed investigation is conducted around the final
proposed method and its architecture in Section 2, followed by fine-
tuning parameters in Section 3, titled materials and method. We present
the results of the empirical experiments in the fourth Section and
illustrate them. Section 4 summarizes the findings and suggests the next
steps.

2. Related works

There has been great interest by the research community in recent
years regarding breast cancer diagnosis from histopathological images.
Spanhol et al. [10] released the largest labeled publicly available
dataset, comprising 7909 images of breast cancer including both benign
and malignant classes [10]. Since then, many researchers and practi-
tioners have studied this dataset in order to develop automated and
reliable approaches to discriminate between these two types of cancers
using histopathological images. Our aim in the following section is
to conduct evaluative comparisons of recently published studies that
investigated the BreakHis dataset for breast cancer classification.

In the early days of breast cancer pathological image classification,
mass spectrometry and other analytical methods were primarily used
to classify images into cancerous and noncancerous categories. A wide
range of computer vision tasks was subsequently solved using DL
methods. Convolutional Neural Network (CNN) and Recurrent Neural
Network (RNN) are two of the most important DL methods. The use
of CNNs has been widely adopted in the classification of pathological
images. The paper published by Deniz et al. [11] analyzed the classi-
fication methods of deep feature extraction and transfer learning for
detecting breast cancer using the BreakHis dataset. Two well-known
deep CNN architectures, such as the AlexNet and VGG16 models, were
employed for deep feature extraction. Three experimental works were
considered. The first one involved extracting and then concatenating
the feature vectors from the layer before the last of the AlexNet and
VGG16 models. In the second experiment, the authors performed fea-
ture extraction using the last layer of both previously mentioned models
and then combined the feature vectors. In these two experiments, the
Support Vector Machine (SVM) came up to classify images into two
classes. The final experiment improved performance since AlexNet was
tuned on BreakHis images and brought accuracies as follows: 90.96%,
90.58%, 91.37%, and 91.30% for magnification factors of 40X, 100X,
200X, and 400X, respectively [11].

In other research by Yan et al. [12], the benefits of combining
CNNs and RNNs were examined. In the first step, since collected high-
resolution images were tested, each image was divided into smaller
portions. The CNN and the RNN were used for feature extraction
and feature fusion of images, respectively. The results showed the
suggested model for four-class classification acquired 90.5% average
accuracy [12]. Same authors [13] suggested a novel method con-
sisting of a hybrid convolutional plus RNN to classify breast cancer
images back in 2020. Their method integrates the advantages of CNNs
and RNNs based on the richer multilevel feature representation of
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histopathological image patches, keeping the long-term and short-term
spatial correlations between patches intact. The suggested method used
a combination of Inception-V3, fine-tuning, and richer multilevel fea-
tures. This structure helped them to reach 91.3% average accuracy for
their four-class classification method [13].

Sudharshan et al. [14] studied the applicability of Multiple In-
stance Learning (MIL) for CAD of breast cancer patients based on
the analysis of histopathology images and offered a weakly super-
vised learning framework. Their MIL included grouping instances as
images into bags as the patient, with no requirement to label every
instance. The research was done using the publicly available BreakHis
dataset. The authors inspected some of the cutting-edge models, such
as APR, Diverse Density, MI-SVM, and citation-KNN, and then more
modern works like a non-parametric method and deep learning-based
approach (MIL-CNN). Eventually, the results demonstrated that the
non-parametric MIL and MILCNN, which were recently presented, are
very effective for the tasks of patient and image classification. The
accuracy values achieved were 92.1%, 89.1%, 87.2%, and 82.7% for
magnification factors of 40X, 100X, 200X, and 400X, respectively [14].
Li et al. [3] employed an analysis of the ‘BreakHis’ dataset. Based
on deep features, their study suggested a modern strategy for clas-
sifying benign and malignant breast cancer on three levels. At the
data pre-processing level, the authors designed Sliding + Random
and Sliding + Class Balance Random window slicing methods. Two
of these procedures increased model generalization and classification
performance. After that, the AlexNet model was used for the feature
extraction level. Eventually, Different ML models were given from
different levels of features to classify data, and the optimal combination
was selected. The integration of intermediate- and high-level features
with SVM produced the best classification results when characteristics
of various levels were mixed with an ML classifier during the stage of
deep feature classification. Sliding + Class Balance Random window
slicing was the appropriate data pre-processing method according to
model performance. The best classification result was achieved when
intermediate and high-level features were combined with SVM. At
various magnifications, the classification accuracy varied from 85.30%
to 88.76% [3].

In another study by Zerouaoui & Idri [8], the results of an empirical
comparison of 28 hybrid architectures came out using SVM, Multi-
layer perceptron, K-Nearest Neighbors (KNN), and Decision Tree all
as classifiers, and then DL methods came to help as feature extrac-
tors, such as DenseNet201, MobileNet V2, ResNet 50, Inception V3,
ReseNetV2, VGG16, and VGG19, to classify breast cancer images. Over
two datasets, BreakHis, which consists of four magnification factors,
and FNAC, the experimental evaluations (accuracy, precision, recall,
and SK test) were calculated. Using the KNN classifier and DenseNet201
called KDEN for the BreakHis dataset, the third-ranked hybrid architec-
tures had accuracy values of 83.35%, 84.82%, 83.27%, and 80.56% for
the magnification factors of 40X, 100X, 200X, and 400X, respectively.
A significant effect was observed in the accuracy outcomes of hybrid
architectures derived from DL techniques for feature extraction and
classifier development. The results showed that DenseNet201 was the
best performer for hybrid architectures with magnification factors of
40X, 100X, 200X, and 400X, with accuracy scores of 92.61%, 92%,
93.93%, and 91.73%, respectively [8].

Recent research has not only focused on DL models and modern
classifiers. According to Sharma & Mehra [15], magnification factors
have an impact on the selection of appropriate layers for fine-tuning de-
pending on the depth of the pre-trained network for fine-tuning. Based
on their study, fine-tuning impacts image magnification differently. The
most effective results were obtained with moderate fine-tuning both
for binary and multi-classification at a 40X magnification factor. As a
practical method to attain the best performance in the classification of
histopathological images as well as for other computer vision-related
applications, layer-wise fine-tuning might be recommended, according



A. Maleki et al.

to the results. Compared to the shallow and deep tuning of the pre-
trained network, which depends on the size and distribution of a
dataset, a moderate fine-tuning level is ideal for classification images of
histology at different magnification levels. By combining a pre-trained
“AlexNet” model with appropriate fine-tuning methods, the BreakHis
dataset was classified. Furthermore, they calculated the effective depth
of fine-tuning for four distinct magnification levels: 40X, 100X, 200X,
and 400X, with accuracy scores of 89.31%, 85.75%, 83.95%, and
84.33%, respectively [15].

3. Materials and methodology
3.1. Dataset

Images of benign and malignant breast cancers taken during micro-
scopic biopsies can be found in the BreakHis dataset [10]. Images were
gathered from January to December 2014 as part of a clinical investi-
gation. Through this process, the patients were invited to participate in
this volunteer experiment and recourse to the P&D lab in Brazil. The
lab provides a dataset that contains 7909 breast cancer histopathology
images gathered from 82 patients. The dataset is divided into two main
type of cancers, benign and malignant, and there are subclasses such as
Adenosis, Fibroadenoma, Phyllodes Tumor, and Tubular Adenoma for
benign tumors and some subtypes for malignant like Ductal Carcinoma,
Lobular Carcinoma, Mucinous Carcinoma. The images in the dataset
are gathered in four different magnification levels: 40X, 100X, 200X,
and 400X. The benign label consists of 2489 images; on the other
side, 5429 samples are provided for malignant tumors. The original
images’ dimensions are 700 460 pixels. Spanhol et al. [10] published
this dataset in 2015, which is available to the public [10]. Table 1
provides a better view of this dataset.

3.2. Methodology

This study identifies benign and malignant breast cells that indicate
the absence and presence of tumors in the given image. Our proposed
method consists of several distinct phases, as illustrated in Fig. 1.
To begin with, using all images in the BreakHis dataset, all images
with different magnifying rates are extracted and grouped into training
(i.e., 70% of all images) and testing (i.e., 30% of all images). Following
pre-processing of training images, the images are fed into six pre-
trained feature extraction models, including VGG16, VGG19, ResNet50,
DenseNet201, DenseNet169, and DenseNet121, which are implemented
by the Keras open-source library. Images in the test set were subjected
to the same pre-processing phases. In the end, the extracted features
were passed to gradient boosting methods (i.e., XGBoost, LightGBM,
and CatBoost), and all their parameters were tuned and optimized
accordingly. In order to fine-tune transfer learning models, the top
layer is changed to classify photos based on binary classifications.
Using the final constructed models, the test images are classified.
Classification results are represented in binary classes labeled “Benign”
or “Malignant”.

3.3. Data pre-processing

The following subsection describes how the chosen datasets were
pre-processed in this study.

Using different pre-processing techniques is the first and most im-
portant step of the data preparation process [16]. The experimental
dataset was divided into training and testing sets using binary labels.
Classes 0 and 1 correspond to benign and malignant classes, respec-
tively. Initially, the images were 700 pixels by 460 pixels in size. The
images were resized to 224 pixels by 224 pixels to be compatible with
deep neural networks. Two lists are eventually created to store images
and their labels. In order to improve speed, lists are transformed into
NumPy arrays.
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Table 1
Distributions of images in BreakHis dataset.
Magnification Benign Malignant Total
40X 625 1370 1995
100X 644 1437 2081
200X 623 1390 2013
400X 588 1232 1820
Total 2480 5429 7909
Number of Patients 24 58 82

3.4. Feature extractors

Extracting features is a process of transforming the initial data into
usable information. The main purpose of feature extraction is to reduce
the amount of data that must be processed and adequately characterize
the initial data simultaneously. In image processing, feature extrac-
tors can be useful to find properties, including shapes, edges, and
movements. Feature extraction is a beneficial technique when fewer
resources are required for processing without losing the key or essential
data [17]. The model or a subset of the model may pre-process the input
to produce an output (i.e., a vector) for each input image, which may
then be used as input for training a new model [18].

We applied six types of deep learning pre-trained models for data
extraction, including VGG16, VGG19, ResNet50, DenseNet201, Dense-
Net169, and DenseNet121. Two essential parameters need to be initial-
ized: type of pooling and including or excluding the last layer. In the
following part, we aim to introduce these pre-trained models used in
this paper briefly.

VGG16, VGG19: Take 224 x 224 RGB images as input. VGG16
(Visual Geometry Group) is expected to have a better performance
concerning to image classification and visualization [19]. These VGGs
are considered powerful CNNs. These models use small receptive fields
(3 x 3 with a stride of (1), padding, and 2 x 2 max-pooling filters with
the same stride. The output is provided by three fully connected layers
(FC) and a softmax layer. A VGG16 model consists of 16 layers, while a
VGG19 model consists of 19 layers. All hidden layers contain rectified
linear units (ReLUs) non-linearity.

Resnet 50: ResNet50 has 48 Convolution layers along with one
max pooling and one average pooling layer. The default input size that
ResNet50 takes is 224 x 224. ResNet’s architecture is inspired by VGG,
which has 3 x 3 filters that adhere to two simple design rules: (1) the
number of filters should be the same across the layers for a similar
output feature map size, and (2) to maintain the time complexity per
layer the number of filters should be doubled.

DenseNet201, Densenet121, and Densenet169: Densnet201 is
similar to ResNets, although, in DenseNet201 architecture, each layer
receives inputs from all previous layers and outputs feature maps [20].
A dense block consists of batch normalization, ReLU activation, and
3 x 3 convolution. A transition layer comprises of batch normalization,
a1l x 1 convolution, and average pooling. The main difference between
DenseNet121 and DenseNetl169 is the number of layers each model
has. Each of these pre-trained models includes four dense blocks with
different numbers of layers as follows: DenseNet121 has 6-12-24-16
layers in four dense blocks, while Densenet169 consists of 6-12-32-32
layers.

The first step in the process is choosing the type of pooling: To
smooth out images in the BreakHis dataset, average pooling was used
since the histopathological images contain a lot of edges and sharp
features. For example, consider the situation where cancer is only
visible in a portion of the image. In this situation, the parts of the
pooling region that match the background pixels will tend to dominate
the pooled representation, so average pooling might not be the most
effective method. However, the average pooling method may be more
appropriate in other cases, such as classifying abnormal images from
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Fig. 1. Proposed method architecture.

Source: The original and resized images extracted from the BreakHis dataset [10].

normal ones when the abnormalities are distributed throughout [21].
In the next step, we exclude the last layer, which is known as the
prediction layer. In a model without the prediction layer, the final
convolutional or pooling layer’s activations are outputted directly [18].
This is followed by specifying the input of the shape, which takes
224 x 224x3 images. In the end, an array of numbers is fed into
the classifiers as input. Without sufficient training examples, CNN will
become overfit and lose its ability to generalize [22].

3.5. Classifiers

Despite artificial neural networks recently regaining popularity,
boosting methods became more useful for medium datasets since train-
ing times are fast and tuning parameters are not time-consuming.
Boosting methods combine various weak classifiers to create a more
accurate classifier. This is done by dividing the training data. Then each
part trains different models or one model with a different setting. In
the end, the results are combined [23]. This paper benefits from three
gradient boosting algorithms developed on decision trees, which have
become increasingly popular.

3.5.1. XGBoost

In 2016, Chen et al. [24] provided a system with high scalability
known as XGBoost. This algorithm is an implementation of Gradient
Boosted Decision Tree (GBDT) [25], which is provided by Zhang &
Haghani [26]. Compared to other boosting decision trees, the most dis-
tinguishing feature of XGBoost is its scalability. Other published meth-
ods are ten times slower than this one. Despite its fast-learning capabil-
ities, the classifier can overfit the data. XGBoost’s regularization tech-
nique prevents overfitting, differentiating from other gradient-boosting
algorithms. Consequently, model tuning becomes faster and more ro-
bust [26,27]. XGBoost adds a regularization term to the objective
function as follows:

0bj(0) = L(6) + L2(6) (@)

where L(0) is a loss function, and () is a regularization function that
avoids overfitting by controlling the complication of the model [28].
The regularization function is calculated as follows:

20) =N + 34wl @
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Table 2
XGBoost hyperparameters setting.

Parameters Value

Base learner Gradient boosted tree

Learning rate (1) 0.5
Number of trees 250
Minimum loss reduction 0

Table 3

LightGBM hyperparameters setting.
Parameters Value
Number of iterations of the algorithm 200
Learning rate (1) 0.5
max number of bins 100

Where N denotes the number of leaf nodes in the decision tree and
w represents the node’s weights [29]. Regularization parameters are
y and A which specify the penalty limit related to the decision tree.
One important step is setting XGBoost hyperparameters value, a crucial
key feature over other machine learning techniques that enables better
tuning [30].

In order to obtain satisfactory results, the grid search technique was
utilized to determine optimal hyperparameter values for the XGBoost
algorithm. Three crucial hyperparameters were selected for initializa-
tion and evaluation based on their effectiveness. Each hyperparameter
was assigned a range of values to search for the optimal value. The
first hyperparameter, namely the “learning rate”, which controls the
weights of newly added trees in the model and helps prevent over-
fitting, was fine-tuned with a grid search approach. Specifically, a
range of values from 0.1 to 0.9 with a step size of 0.1 was tested,
and the grid search algorithm selected 0.5 as the best value. The
second hyperparameter, ‘“the number of gradient boosted trees”, was
initialized to 250 and was fine-tuned by grid search over a range of
values from 150 to 350 with a step size of 50. Lastly, the “minimum loss
reduction” hyperparameter was fine-tuned to obtain better algorithm
control. The grid search algorithm selected a value of 0, within the
range of integers from 0 to 10. The selected hyperparameter values for
XGBoost are presented in Table 2.

3.5.2. LightGBM

In April 2017, Microsoft developed the light gradient boosting ma-
chine (LightGBM) to reduce implementation time. Unlike other decision
trees, LightGBM grows decision trees leaf by leaf, instead of checking
each new leaf against all others [31,32]. Since LightGBM generates
more complex trees compared to other boosting methods, it is known as
a precise and reliable decision tree boosting algorithm [33]. According
to experiments done on some available datasets, it turns out that Light-
GBM can accelerate the training process of gradient boosting decision
trees up to 20 times while maintaining similar accuracy. Followed
by using LightGBM, tuning the hyperparameters is required to get a
better trade-off between speed and accuracy. Gradient-based One-Side
Sampling and Exclusive Feature Bundling are two unique techniques
in LightGBM that are used to handle vast data instances and features,
respectively [31]. Once again, we used grid search to set the best
values for LightGBM parameters. Table 3 summarizes the LightGBM
hyperparameters setting.

3.5.3. Catboost

CatBoost (for “categorical boosting”) uses permutation techniques,
one hot max size (OHMS), and target-based statistics to boost cat-
egorical columns. The greedy method is used by CatBoost to solve
the exponential growth of feature combinations at every split of the
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Table 4
Binary classification accuracy score in the BreakHis dataset.
Feature Method Result (Accuracy%)
extractor 40X 100X 200X 400X Average
XGBoost 88.1 89.4 87.7 86.8 88
VGG16 [19] LightGBM 89.1 89.1 86.7 86.2 87.7
CatBoost 86.6 88 84.9 84 85.8
XGBoost 88.4 88.3 88.5 84.2 87.3
VGG19 [19] LightGBM 90.1 88.3 88.2 85.8 88.1

CatBoost 87.8 88.1 84.9 84.4 86.3

XGBoost 91.3 89.6 91.8 89.5 90.5
LightGBM 91.8 90.2 92.5 89.7 91
CatBoost 88.4 85.9 89.2 86.4 87.4

ResNet50 [36]

XGBoost 93.6 91.3 93.8 89 91.93
LightGBM 93 92.4 93 89 91.85
CatBoost 92.3 89.2 91.5 86.4 89.85

DenseNet201 [20]

XGBoost 91.3 89.9 92.7 89.5 90.85
LightGBM 92.3 91.2 93.5 89 91.5
CatBoost 88.9 89.1 89.4 86.4 88.4

DenseNet169 [20]

XGBoost 90.3 89.9 90.5 87.5 89.55
LightGBM 91.8 90.2 90.8 88.8 90.4
CatBoost 89.3 90.2 88.9 86.4 88.7

DenseNet121 [20]

tree [34]. The CatBoost process uses these steps for features with more
categories than OHMS (an input parameter): Dividing, converting, and
transforming [35].

4. Results and discussion
4.1. Evaluation criteria

We applied a cross-validation approach to evaluate the performance
validity and verify the model’s outcome. A variety of metrics, including
accuracy, precision, recall, specificity, and F,-Score, are used in our
proposed approach to evaluate classification efficiency. The F,-Score is
a measure of a model’s accuracy that takes into account both precision
and recall. It is commonly used in machine learning and information
retrieval to evaluate the performance of a classification model. The F-
Score is calculated as the harmonic mean of precision and recall, giving
equal weight to both measures. A high F,-Score indicates that the model
has high precision and recall, which means it can correctly identify the
most relevant instances while minimizing false positives. Accordingly,
the mentioned metrics’ formulas are as follows:

TP+TN

Accuracy = 3
TN+TP+FP+FN
Precision = e 4
TP+ FP
TP
Recall = ————
CH = TPYFN 2
TN
Specificity = ————— 6
pecificity TN+ FP 6)
F| — Score = . @

TP+%(FP+FN)

where TP represents the number of correct malignant predictions, TN
stands for the number of correct benign predictions, FP indicates the
number of incorrect malignant predictions, and FN denotes the number
of incorrect benign predictions.

4.2. Classification results

The present study examined six pre-trained models using the Keras
package to extract features from histopathological images. Then these
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Fig. 3. Learning curves of the proposed method for 40X, 100X, 200X, and 400X magnification factors.

features were passed to three classifiers, i.e., XGboost, LightGBM, and
CatBoost, to predict appropriate labels. Table 4 shows the results based
on the accuracy score.

As shown in Table 4, the model, which consists of DenseNet201 as a
feature extractor and XGBoost as a classifier, achieved 93.8% accuracy.
A total of 18 experiments were conducted for this research. Obtained
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Table 5

Evaluation criteria for the proposed method.
Magnification Accuracy% Precision Recall Specificity F,-Score
40X 93.6 0.921 0.99 0.828 0.954
100X 91.3 0.907 0.971 0.79 0.938
200X 93.8 0.942 0.967 0.88 0.954
400X 89 0.888 0.948 0.783 0.917
Average 91.9 0.915 0.969 0.82 0.941

results based on accuracy led us to calculate additional evaluation met-
rics in addition to the accuracy Table 5. Fig. 2 shows ROC curves of the
proposed method for different magnification factors. Learning curves
of the proposed method for 40X, 100X, 200X, and 400X magnification
factors are shown in Fig. 3. Moreover, the outputs of the Grad-CAM
algorithm are presented in Table 6.

4.3. Discussion

Increasingly, histopathological images are considered highly impor-
tant in the real world. Our priority is to build systems that minimize hu-
man errors and time-consuming processes. Using our experiments, we
recommended a model that combines a pre-trained DenseNet201 model
and XGBoost as a classifier. We believe that this combination can be
considered a better computer-aided design system (CAD). CAD systems
are developed and compete to eliminate manual analysis and reduce
the problems of other systems. The dataset architecture underwent
no specific changes, including augmentation or image pre-processing.
Considering Table 4, our proposed model obtained accuracies in the
range of 89.0% to 93.8% with all magnification levels showing it
has a low dependency on the magnification factor. In Table 6, we
illustrated the heatmap of every magnification level with both benign
and malignant images using the Grad-CAM algorithm that shows which
parts of the images are sensitized by the models and which part was
less noticed. Table 5 shows the other metrics calculated for the final
proposed method, consisting of precision, sensitivity, specificity, and
Fl-score. Besides its high accuracy, the chosen approach has 94.2%

Table 6
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precision on a 200X magnifier. Also, our proposed method achieved
99% sensitivity (Recall) on a 40X magnifier, while high recall can
be seen at other magnification levels. The high Fl-score achieved by
our proposed model shows the harmonic between recall and precision
regarding unbalanced data in the dataset. As observed from Table 4 and
Table 5, the outcomes obtained from 400X magnification are compara-
tively inferior to those of the other resolutions. This can be attributed to
the excessive magnification at the 400X level, resulting in the possible
loss of certain discriminative features that aid in the identification of
cancer classes. Consequently, the accuracy of the resolution at this level
is decreased.

For the performance analysis of various classifiers, we have cal-
culated learning curves in Fig. 3 and ROC curves in Fig. 2. We can
understand well how our model truly predicts images. As shown, area
under the curve (AUC) values are 0.99, 0.98, 0.97, and 0.95 for 40X,
100X, 200X, and 400X magnification factors, respectively. A receiver
operating characteristic curve (ROC) is used to evaluate the classifier’s
ability to predict a class. Higher values AUC, indicate better perfor-
mance of the classifier. Fig. 2 illustrates the ROC curve for XGBoost
classifier performance in predicting the true positive (malignant) class.
The results represent how the chosen classifier performs accurately in
predicting. The ROC-Curve visualizes the AUC value. As shown, the
curve tends to the True positive rate (TPR) axis, a vertical axis in ROC-
curve diagrams. From Table 4, it is clearly visible that the performance
of DenseNet201-XGBoost is quite significant, whereas VGG16-CatBoost
has shown poor performance on the same dataset.

Fig. 3 represents how well a model learns per iteration based on
errors. A learning curve shows how a model’s learning performance
evolves with time. During training, the model can be evaluated on the
training and holdout validation dataset, and learning curve plots can
be created using the measured performance. Fig. 3 shows the learning
curve for 100 epochs. Eventually, the training curve stabilized after 25
epochs which is known as the generalization gap.

Fig. 4 shows a two-dimensional t-SNE projection of image patches,
where each patch represents an image belonging to one of the classes.
Two sets of diagrams for all magnifications are shown in the figure, left
ones showing the patches before and the right ones showing them after

Grad-CAM outputs consist of Heat-map for benign and malignant cancer in 40X, 100X, 200X, and 400X magnification factors. Source of original

images: [10].

MF Original image

Heat-map Grad-CAM output

Benign 40X
100X
Malignant 200X

400X
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Fig. 4. t-SNE projection on 300 images in BreakHis dataset before and after extracting features by the DenseNet201 model.

DenseNet201 is applied to extract the features. The right diagrams show
how well patches are clustered within the same class after extracting
features and training a model on the dataset. Through the t-SNE tech-
nique, the dimensions of the samples are reduced and embedded. Due
to better visualization of clustering on both classes, the experiment is
conducted on 300 samples from the dataset and the Euclidean metric
is chosen in order to measure the similarity between the samples.

Eventually, XGBoost has the best performance among the clas-
sifiers with the highest average accuracy (i.e., 91.93%), precision
(i.e., 91.5%), recall (i.e., 96.9%), and F1l-score (94.1%). LightGBM is
the second-best classifier with 91.85% accuracy. The worst average
accuracy achieved through three classifiers is scored by CatBoost and
through pre-trained models used is VGG16 with 85.8%. As can be seen
from Table 7, our proposed methodology outperformed other state-
of-the-art methods. Fig. 5 illustrates how well our proposed method
performs in classification using confusion matrices.

5. Conclusion
This study proposes a method where features are extracted by

a pre-trained feature extractor, and then the extracted features are
concatenated to a boosting method to classify images into benign and

Table 7

Performance comparison with state-of-the-art counterparts.
Method Accuracy %

40X 100X 200X 400X Average

Proposed Method 93.6 91.3 93.8 89.1 91.9
(Deniz et al. 2018) [11] 90.9 90.5 91.3 91.3 91
(Yan et al.,2018) [12] - - - - 90.5
(Yan et al.,2020) [13] 91.3

(Sudharshan et al. 2019) [14] 92.1 89.1 87.2 82.7 87.7

(Li et al. 2021) [3] 87.8 86.6 87.7 85.3 86.8
(Sharma & Mehra, 2020) [15] 89.3 85.7 83.9 84.3 85.5
(Joseph et al. 2022) [37] 90.9 89.6 91.6 88.7 90.1

malignant tumors. In total, 18 various architectures were evaluated
using six pre-trained models and three classifiers. The experiments were
conducted over the BreakHis dataset, which contains histopathology
images at magnifications of 40X, 100X, 200X, and 400X. By using grid
search algorithm, we could fine-tune the classifiers’ parameters. Using
a pre-trained DenseNet201 model and XGBoost classifier, the proposed
model achieved 93.6%, 91.3%, 93.8%, and 89.0% for magnifications of
40X, 100X, 200X, and 400X, respectively. In addition to the accuracy



A. Maleki et al.

40X 100X
" © 164 34 " © 158 42
o o
Qo Qo
© ©
v [
2 2
= - 4 = - 12
0 1 0 1
Predicted labels Predicted labels
200X 400X
"o 176 24 wo 152 42
© ©
Qo Qo
o o
GJ GJ
2 2
. 13 . 18
0 1 0

1
Predicted labels Predicted labels

Fig. 5. Confusion matrix of the proposed method for 40X, 100X, 200X, and 400X
magnification levels.

score, four metrics are considered for empirical evaluations: Precision,
recall (sensitivity), specificity, and F1-score. The proposed model not
only achieves a satisfactory classification for minority class (benign) in-
stances but also demonstrates a more promising prediction for majority
class instances (malignant). Based on these results, the proposed model
is viable for providing definitive opinions on benign and malignant
cases. However, this study has some limitations, including the absence
of stain normalization. To maximize the efficiency of binary classifi-
cation in the future, we will attempt to use augmentation techniques.
Since the proposed model is implemented for binary classification, in
the future, we will test our suggested methodology on the subclasses
released recently via BreakHis dataset such as ductal carcinoma, etc.

Data and code availability

A publicly available dataset, i.e., BreakHis, was used in this study,
which is available at BreaKHis.! In addition, The source code of the
proposed method required to reproduce the predictions and results is
available at Github.?
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